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Abstract 

 

PM2.5 pollution has large negative influence on the human body, and the concentration of 

PM2.5 will change over time under the influences of the emissions of different pollution 

sources, precipitation, wind speed, and other atmosphere diffusion conditions. With PM2.5 

concentration data provided by the survey station of the Environmental Protection Ad-

ministration as the data used for construction of the model, this research adopted the 

Moving Average Method, Exponential Smoothing and Grey Forecasting Method to con-

struct the model to forecast PM2.5 concentration. The research results show that it has the 

best performance when Smoothing coefficient α is equal to 0.8. 
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Introduction 

 

Many scholars have pointed out 

that long-term exposure to air polluted 

environments with fine particulate mat-

ters (PM2.5) can cause changes in heart 

rate and blood pressure, increase the 

mortality rate of neonates and cardio-

pulmonary diseases, and have greater 

impact on respiratory health (Woodruff 

et al., 2006; Samet et al, 2000). Atmos-

pheric Particulate Matters are generally 

divided into PM10, PM2.5, Dust, Metal 

fume and its complex, Smoke, Acid mist, 

and Soot. However, most PM2.5 pollut-

ants are mainly formed by the chemical 

reaction of gaseous pollutants in the at-

mosphere, their chemical compositions 

are very complex, and they have differ-

ent chemical composition characteristics 

according to the different pollution 

sources and procedures  (Weng, Kuo, 

and Lu, 2013; Kampa and Castanas., 

2008; Shah and Rau,, 1990; Jacobson et 

al., 2002; Salako et al., 2012; Fruin et al., 

2008; Pérez et al., 2010; Invernizzi et al., 

2011; Bond et al. 2013; Kulmala et al., 

2004; Seinfeldet al., 1998).  

 

According to the analysis results of 

the air quality model, about 60-66% of 

the annual average concentration of fine 

particulate matters PM2.5 in Taiwan 

come from domestic sources, while 34-

40% are transferred from overseas, 

namely, the industrial pollution of adja-

cent areas, such as Mainland China, Ja-

pan, and Korea, which spreads to Tai-

wan with atmospheric circulation or 

monsoon. The influence of all kinds of 

pollution sources in Taiwan on the con-

centration of fine particulate matters 

PM2.5 is shown in Figure 1 and Figure 2. 

 

 
 

Figure 1. The Influence of All Kinds of 

Pollution Sources in Taiwan on PM2.5 

Concentration  

Source: Tsai et al. (2017), New Deed of 

Prevention and Treatment of Air        

Pollution 

 

 

  
 

Figure 2. PM2.5 Emission Ratio Diagram 

of Various Pollution Sources in the 

Whole Country 

Source: Air Protection Depart-

ment, Environmental Protection Ad-

ministration, Executive Yuan (2015). 
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Methodology 

 

According to the website of the En-

vironmental Protection Administration 

of Executive Yuan, this research ex-

tracted the PM2.5 concentration values of 

a survey station of an administrative 

region in Kaohsiung City from January 1, 

2016 to December 31, 2016. The Mov-

ing Average Method, Exponential 

Smoothing, and the Grey Forecasting 

Method were used to construct the PM2.5 

forecast model, the minimum absolute 

deviation value was used to evaluate the 

performance of the forecast model, and 

finally, the appropriate forecast method 

was adopted to construct the model. The 

Moving Average Method adopts stage 2-

9, Exponential Smoothing adopts a value 

of 0.1-0.9 in stages 1-12 for prediction, 

the Grey Forecasting Method adopts the 

data of February, with linear and nonlin-

ear 4Data, 5Data, and 6Data used for 

comparison, and the Rolling Method is 

used for data prediction. 

 

 The forecast method in this re-

search is described, as follows. 

 

Moving Average Method 

 

The weights of all the elements of 

the moving average are all the same, and 

the equation is, as follows:  

Ft=(At-1+At-2+At-3+…+At-n)/n              (1) 

 Ft = Forecast value of next stage;  

 n = Number of stages in moving 

average;  

 At-1 = The actual value of previous 

stage;  

At-2, At-3 and At-n represent the ac-

tual values of the first two stages, the 

first three stages, and the first n stages, 

respectively.  

Exponential Smoothing 

 

It is a kind of widely used short-

term forecast method, and its equation is, 

as follows:  

Ft+1=αAt+(1-α)Ft                          (2) 

Where Ft represents the forecast value of 

the t
th

 stage, At represents the actual val-

ue of the t
th

 stage, Ft+1 represents the 

forecast value of the t+1
th

 stage, and α is 

the smoothing constant.  

 

Linear and nonlinear Grey 

Forecasting Method 

 

Grey modeling applies the accumu-

lated generating operation (AGO) tech-

nique to reduce raw data randomization. 

The procedures for deriving linear and 

nonlinear grey forecasting models are 

derived below: 

 

Step 1: Assume that the original series of 

data with m entries is: 

{ }(0) (0) (0) (0) (0)(1, ) (1), (2),..., ( ),.., ( ) ,X m x x x k x m=  (3) 

where raw matrix (0)X  represents 

the non-negative original historical time 

series data. 

 

Step 2:  Construct (1)X  using a one-time 

accumulated generation operation (1-

AGO), namely 

{ }(1) (1) (1) (1) (1)
(1, ) (1), (2),..., ( ),..., ( ) ,X m x x x k x m=       (4) 

where 

(1) (0)

1

( ) ( ),
k

i

x k x i
=

=  k = 1, 2,..., m.       (5) 

 

Step 3: 1-AGO yields a monotonically 

increasing sequence similar to the solu-

tion curve of the first order linear differ-

ential equation. Therefore, the solution 

curve of the following differential equa-
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tion approximates the 1-AGO data. 
(1)

(1)ˆ
ˆ

dx
ax b

dt
+ = ,               (6) 

where ^  represents the Grey predicted 

value, and a and b are model parameters. 

Moreover, (1) (0)ˆ (1) (1)x x=  is the corre-

sponding initial condition. 

 

Step 4: Model parameters a and b can be 

calculated by discretization of Eq. (4) 
(1) (1) (1)

0

ˆ ˆ ˆ( ) ( )
lim

t

dx x t t x t

dt t∆ →

+ ∆ −
=

∆
.    (7) 

let 1t∆ → , in which case 1-AGO 

approximates the forecast value, 
(1)

(1) (1) (0)ˆ
( 1) ( ) ( 1)

dx
x k x k x k

dt
≅ + − = +

, k=1,2,3,(8) 

(1)X , the background value is de-

fined as 
(1) (1) (1) (1)ˆ ( ) ( ) (1 ) ( 1) ( 1)x t px k p x k z k≅ + − + = +

, k=1,2,3,….            (9) 

where p is in the range 0-1, and tradi-

tionally equals 0.5, in the original model. 

Moreover, the source model can be ob-

tained, as follows: 
(0) (1)( ) ( )x k az k b+ = , k=2,3,4,……     (10) 

 

From Eq. (8), using the least square 

method, model parameters a and b be-

come 

1( )T T

N

a
B B B Y

b

− 
= 

 

,             (11) 

where B and YN are defined, as fol-

lows: 
(1)

(1)

(1)

(2) 1

(3) 1

( ) 1

z

z
B

z m

 −
 

− =
 
 
−  

M M

, 

(0)

(0)

(0)

(2)

(3)

( )

N

x

x
Y

x m

 
 
 =
 
 
  

M

,   (12) 

 

Step 5: Solve Eq. (6) together with the 

initial condition, and the particular solu-

tion is  

(1) (0)ˆ ( 1) (1) akb b
x k x e

a a

− 
+ = − + 

 
, k=2,3,4,, (13) 

 

Consequently, the desired predic-

tion output at step k can be estimated 

using the inverse accumulated generat-

ing operation (IAGO), as follows: 

( )(0) 0ˆ ( 1) 1 ( (1) )a akb
x k e x e

a

− −
+ = − −

, k=1,2,3,(14) 

 

Step 6: Equation (6) is a linear differen-

tial equation and the only adjustable 

variable is p. Based on the elementary 

course in the ordinary differential equa-

tion, a differential equation similar to Eq. 

(6) is called the Bernoulli Equation, 

which is nonlinear and has the following 

form, 
(1)

(1) (1)ˆ
ˆ ˆ[ ]ndx

ax b x
dt

+ = ,        (15) 

where n denotes any real number. This 

investigation terms this novel Grey dif-

ferential equation as the Nonlinear Grey 

Bernoulli Equation (NGBM). From the 

above equation, when n=0, the solution 

reduces to Eq. (6): when n=2, the solu-

tion reduces to the Grey-Verhulst Equa-

tion.  

 

Step 7: A discrete form of Eq. (15) is 

described as:  
(0) (1) (1)( ) ( ) [ ( )] , 2,3, 4,...n

x k az k b z k k+ = =  

(16) 

 

 Using the least square method, the 

above model parameters a and b become 

1( )T T

N

a
B B B Y

b

− 
= 

 
,              (17) 

where B and YN are defined, as follows: 
(1) (1)

(1) (1)

(1) (1)

(2) [ (2)]

(3) [ (3)]

( ) [ ( )]

n

n

n

z z

z z
B

z m z m

 −
 

− =
 
 
−  

M M

, 

(0)

(0)

(0)

(2)

(3)

( )

N

x

x
Y

x m

 
 
 =
 
 
  

M

, (18) 

Step 8: The corresponding particular 

solution of Eq. (15) is  
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( )
( )

1
1

1(0) (0) (1 )ˆ ( 1) (1)
n

a n kn b b
x k x e

a a

−
− −−  

+ = − +  
  

, 

1n ≠ , k=1,2,3,……,   (19) 

For NGBM, p is traditionally set to 0.5, 

and the power n is used as the adjustable 

parameter. 

 

Empirical Results and Analysis 

 

Discussion and Analysis of Data 

 

1. Monthly Concentration Change. 

 Figure 3 shows that the average 

concentration in winter (January-

February and November-December) is 

higher than that in other months, the 

average concentration in June is the low-

est, the monthly average value of 5 

months in one year exceeds the daily 

average targeted value of 35 μg/m
3
, the 

average concentration in summer is 

lower, and that in winter is higher. 

 

 
Figure 3. Monthly Average of PM2.5 

Source:  

https://taqm.epa.gov.tw/taqm/tw/Yearly

DataDownload.aspx 

 

2. Monthly Daily Average. 

The monthly average PM2.5 concen-

tration trend has obvious seasonal 

changes: the concentration value in win-

ter is higher, the highest daily average in 

November is 73μg/m
3
, the lowest daily 

average is 7μg/m
3
, and the difference is 

very large; the volatility of the daily av-

erage value in fall and winter is large, 

the concentration difference of the high-

est daily average and the lowest daily 

average in summer is about 20μg/m
3
, 

which has small difference, and the 

common concentration value has lower 

trend.  

 

3. The Number of Days of Daily Aver-

age Exceeding the Standard in each 

Month.  

Figure 4 shows that the daily aver-

age concentration in fall and winter ex-

ceeds the PM2.5 air quality standard of 

the Environmental Protection Admini-

stration, that is, the number of days 

when 24-hour average targeted value is 

set as 35μg/m
3
 is up to 21 days, while 

the number of days in summer when 

daily average exceeds the standard is 0, 

indicating that the Nantzu District has 

serious air pollution during fall and win-

ter. 

 

 
Figure 4. The Number of Days of PM2.5 

Concentration Exceeding the Standard in 

each Month 

Source:  

https://taqm.epa.gov.tw/taqm/tw/Yearly

DataDownload.aspx 

 

4. Hourly Concentration Change in Four 

Seasons. 
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As shown in Figure 5, the lowest 

hourly concentration falls between 5 and 

6 o 'clock every day and the concentra-

tion rises after 8 to 9 o 'clock in the 

morning. After noon, the concentration 

drops first, and then, rises again. The 

concentration falls to the lowest at 15 o 

'clock in the afternoon in winter, and the 

concentration gradually rises between 

16-17 o 'clock in the afternoon in spring, 

summer, and fall.  

 

 
 

Figure 5 Broken Line Chart of Hourly 

Concentration Change in each Season 

Source: 

https://taqm.epa.gov.tw/taqm/tw/Yearly

DataDownload.aspx 

 

PM2.5 concentration has the char-

acteristics of obvious seasonal changes; 

influenced by the emissions of pollu-

tion sources in different seasons, pre-

cipitation, wind speed, and other at-

mospheric diffusion conditions, the 

PM2.5 concentration has the trend of 

being higher in fall and winter, and 

lower in summer. The highest value of 

monthly concentration appears in No-

vember (fall and winter), while the 

lowest value appears in July and Au-

gust (summer). As seen from the entire 

year: the concentration in winter is rel-

atively higher than that in summer, 

and the hourly concentration in the 

evening is relatively higher than that in 

daytime. It rains more in summer and 

there are more typhoons in Taiwan, 

which is conducive to the spread and 

removal of PM2.5, and is possibly the 

reason for the lowest PM2.5 concen-

tration in summer. Compared with 

rainfall in summer, the southern areas 

have dry air in winter, which does not 

favor the formation of precipitation, 

thus, it has short duration, its scouring 

effect on pollutants in the air is not 

obvious, and with the pollutants in the 

northeast monsoon, these are all the 

factors possibly leading to higher 

PM2.5 concentration. 

 

The Result of Forecast 

 
The accuracy of forecasting is re-

lated to the quality of management deci-

sions. Short-term forecasting is rela-

tively more accurate than long-term 

forecasting, thus, the requirement for 

accuracy is relatively higher. This re-

search used Mean Absolute Percentage 

Error (MAPE) to compare the accuracy 

of each forecasting. When the MAPE 

value is smaller, it represents that the 

forecasting effect is better.  

 

Table 1. Evaluation Criteria of MAPE 

Lewis (1982) 

 

MAPE  Interpretation 

<10% 
Highly accurate fore-

casting 

10%~20% Good forecasting 

20%~50% Reasonable forecasting 

>50% Inaccurate forecasting 

Moving Average Method 
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This research collected the daily 

average PM2.5 concentration values of 12 

months, from January 2016 to December 

2016, as training data, the daily average 

of each month was forecast with the 

Moving Average Method in the proba-

tion period of 2-9, and Mean Absolute 

Percentage Error (MAPE) was calcu-

lated in accordance with the correspond-

ing stage, as shown in Table 2. The 

MAPE values with shorter stages have 

better performance, the model with 2 

stages has the best performance, thus, 

AP=2 is selected for forecasting if the 

Moving Average Method is used to fore-

cast the daily average. 

 

Table 2. MAPE Value Table Corre-

sponding to   AP=2~9 from January to 

December 

 

 
 

 

 

 

Exponential Smoothing 

 

The daily average value in each 

month is forecast with the α value of 0.1-

0.9, then, Mean Absolute Percentage 

Error (MAPE) was calculated according 

to the corresponding α. As shown in 

Table 3, the results show that a total of 7 

MAPE values has better performance 

when α=0.8. Therefore, if Exponential 

Smoothing is used to construct the mod-

el, the daily average concentration shall 

be forecast with the use of α=0.8.  

 

Table 3 MAPE Value Correspond-

ing to α=0.1~0.9 from January to  

December 

 

 
 

 

Grey Forecasting Method 

 

This research used the linear and 

non-linear equations of the Grey Fore-

casting Method to forecast, and re-

spectively used 4Data, 5Data, and 6 
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Data rolling method to construct the 

model, (Table 4), and the results show 

that model construction with 4data is 

the best, as compared with other mod-

els. The nonlinear rolling of residual 

values in 3 days is 3.4%, nonlinear 

rolling in 1 day is 3.28%, linear rolling 

in 5 days is 6.3%, linear rolling in 1 

day is 10.66%, and the linear and non-

linear comparison results show that 

nonlinear accuracy is better; therefore, 

the result is that the model construc-

tion with fewer observations and non-

linear pattern has the best performance. 

In terms of forecasting, although the 

model constructed with residual error 

values is very good, the forecast result 

is very unsatisfactory (Table 5). The 

possible reason is that the change of 

concentration value of PM2.5 is too 

large. According to the results of lit-

erature discussion, the source compo-

sition of PM2.5 is complex, which is 

difficult to effectively control, thus, 

the forecasting result is not ideal. 

 

Table 4. Model Construction Residual 

Error Table 

 

 
 

 

 

 

 

 

 

 

Table 5. Forecast Residual Error Table. 

 

 
 

Comparison of Forecast Methods in this 

Research 

 

     This research compared three fore-

casting methods (Table 6), which used 

AP value, stages, and models with good 

performance, respectively, and the re-

sults show that Exponential Smoothing  

 

Table 6. Comparison of Forecasting 

Methods in this Research 
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has good performance. Although the 

forecasting ability of the residual value 

of forecasting results > 20% is only rea-

sonable, its forecasting results are still 

good after being compared with other 

forecasting methods. 

 

Conclusion 

 

In order to effectively forecast the 

change trend of PM2.5 concentrations, 

three methods, including the Moving 

Average Method, Exponential Smooth-

ing Method, and Grey Forecasting 

Method, were used in this research. The 

research results show that the forecasting 

effect of Exponential Smoothing (α=0.8) 

is the best, followed by the Moving Av-

erage Method and Grey Forecasting 

Method. The reason is the daily change 

of PM2.5 concentration is highly nonlin-

ear, thus, forecasting accuracy will drop 

with the use of linear or nonlinear grey 

forecasting model due to the changing 

area rate of the fitting curve. While fore-

casting methods that apply the average 

concept fail to pursue high accuracy 

forecasting of a single point, they con-

sider the overall forecasting accuracy, 

thus, showing the advantages of the Ex-

ponential Smoothing and Moving Aver-

age Methods. 
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